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Challenge: Simplistic latent code sampling strategies hinder diversity in 
current generative modeling techniques

 

Related Work: DLow, ECCV 2020, STARS, ECCV 2022 – introduce an affine 
transformation to circumvent mode collapse in generative models

However, this limited capacity transformation cannot capture complex sample 
correlations, i.e., ineffective for uncertainty across the modes and rare modes. 
 

Key Idea: A transformer-based diversification mechanism for highly 
realistic and diverse 3D motion generation. 

z-transformer: We employ an attention-based diversification module to 
produce a diverse set of latent vectors that expressively model correlations 
among multiple samples and modes. 
Motion Primitives: To guide sample diversity and reduce modeling 
complexity in diverse scenarios, we incorporate deterministic motion 
primitives (centroids of clusters in the 3D pose space). 
Scene and Social Context: We use the transformer architecture to easily 
fuse in additional context, i.e., as keys and values in the z-transformer.
  

Dense Urban Navigation Benchmark: Prior datasets (e.g., Human3.6M, 
AMASS, and HumanML3D) are limited to static indoor settings. We 
introduce DenseCity, a simulation benchmark with dense pedestrians. We 
also use YouTube, which helps further address the current gap between 
simulated, generated, and realistic 3D human motion.
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Model Architecture of MDN
Loss Functions:
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Latent Variable Transformer (    ):
We transform the 𝐾 set of random variables (E ∈ ℝ#×%!) into a diverse set of 
latent codes (Z ∈ ℝ#×%!) by utilizing motion primitives (A ∈ ℝ#×%"), scenes and 
social contexts (C ∈ ℝ&#×%$) as keys (𝐊 ∈ ℝ#×%!) and values (𝐕 ∈ ℝ#×%!):

{9Y'}'()# =	 (z*,X,	C)g
µ

Diversified latent codes ( z* ∈ ℝ%! ) are decoded into highly diverse motion 
samples (9Y' ∈ ℝ&"×%") using the pre-trained decoder (   ):gµ

qÃ
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Reconstruction loss, ℒ4 = min
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Z = A𝜖 + b
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