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Motivation: Real-world driving involves multiple plausible decisions, 

making planning inherently multimodal. Yet, current planners often fail to 

capture diverse mode, often remaining deterministic or collapsing to a 

dominant mode. Moreover, existing datasets provide only a single 

annotation per scenario, which may penalize valid alternatives.
  

Contributions:
   

• We introduce BranchOut, a GMM-based diffusion planner that 

explicitly captures multimodal driving behaviors in an end-to-end 

manner.
 

• We present human-in-the-loop photorealistic simulation framework to 

collect diverse trajectories, enabling multimodal evaluation protocol. 

Diverse and Realistic Simulation

: Capturing Realistic Multimodality in Autonomous Driving Decisions
Hee Jae Kim, Zekai Yin, Lei Lai, Jason Lee, and Eshed Ohn-Bar

Boston University

Diffusion Process models multimodal driving decisions by perturbing 

ground-truth trajectories      into noisy inputs      using Gaussian noise 𝑧
∼ 𝒩(0, I) and a diffusion timestep 𝑡 ∼ 𝒰(0, 1) :
  

  

At inference, we start from Gaussian noise and solve the reverse diffusion 

ODE with a single-step DPM-Solver++.
  

Scene-Aware Diffusion Transformer embeds noisy trajectory queries into 

Ρ , fuses them with agent and map features via cross-attention, and 

modulates them with timestep embedding       :
  

Branched GMM Head decodes scene-aware features Ρ into       and     ,
with each branch 𝑚 corresponding to a navigation command and predicting 

𝐾 diverse modes to explicitly capture multiple plausible futures:
  

Loss Functions:
   

   

•        :diffusion reconstruction loss

•         :negative log-likelihood over GMM parameters

•                :collision, boundary, and directional safety constraints

• We leverage a rendering-based photorealistic, reactive human-in-the-

loop simulation with collision feedback, enabling scalable collection of 

diverse and realistic multimodal trajectories.
  

• Our simulated trajectories not only achieve high diversity but also 

closely match real-world logs (3s L2 = 0.79 m), compared to a digital 

twin (0.93 m), without the overhead of manual scene construction.
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